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Abstract  
This study employs cluster analysis to segment Micro, Small, and Medium-sized Enterprises 

(MSMEs) in Suleja, Nigeria into distinct groups based on their financial and operational 

characteristics. We utilize Fuzzy C-Means Clustering and t-Distributed Stochastic Neighbor 

Embedding (t-SNE) visualizations to uncover hidden patterns and structures in the data. Our 

results reveal three distinct clusters, explaining 40.3% of the variance in the data (R² = 0.403). 

The clusters exhibit reasonable separation (Silhouette coefficient = 0.360) and distinct patterns 

in their variable means. Cluster 1 comprises high-performing MSMEs with high levels of 

engagement, participation, and satisfaction. Cluster 2 consists of low-performing MSMEs with 

low levels of engagement, participation, and satisfaction. Cluster 3 represents moderate-

performing MSMEs with balanced levels of engagement, participation, and satisfaction. t-SNE 

visualizations confirm the clustering structure, revealing three distinct groups with varying 

densities and separation. The visualizations also highlight the relationships between the 

clusters, with Cluster 1 and Cluster 3 showing higher similarity than Cluster 2. Model 

performance metrics indicate a reasonable accuracy (Pearson's γ = 0.440) and a good balance 

between within-cluster sum of squares and between-cluster sum of squares (Calinski-Harabasz 

index = 13.087).  The findings provide valuable insights for policymakers and practitioners 

seeking to support MSMEs in Nigeria. The results suggest that targeted interventions and 

support programs should focus on enhancing engagement, participation, and satisfaction 

among MSMEs, particularly for those in the low-performing cluster. The study contributes to 

the literature on MSMEs and cluster analysis, demonstrating the effectiveness of Fuzzy C-

Means Clustering and t-SNE visualizations in uncovering meaningful patterns in MSMEs data. 

Keywords: Cluster Analysis, Fuzzy C-Means Clustering, t-SNE Visualizations, MSMEs, 

Nigeria, Entrepreneurship, Model Performance Metrics.. 

 

Introduction 

Micro, Small, and Medium-sized Enterprises (MSMEs) are widely recognized as a crucial sector 

for economic growth and development in Nigeria (Weldeslassie et al., 2019). They account for a 

significant proportion of businesses in the country and contribute substantially to employment, 

income generation, and poverty reduction (Ellis & Freeman, 2004). However, MSMEs in 

Nigeria face numerous challenges, including limited access to finance, inadequate infrastructure, 

and poor management skills (Kusi et al., 2015). 

Cluster analysis is a multivariate technique used to segment objects or cases into homogeneous 

groups based on their characteristics (Borgen & Barnett, 1987). It has been widely applied in 

various fields, including marketing, finance, and entrepreneurship (Doganova & Eyquem-

Renault, 2009; Buckley et al., 2017). In the context of MSMEs, cluster analysis can help 
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identify distinct groups of enterprises with similar characteristics, facilitating targeted support and interventions (Cunningham et al., 2023). 

Fuzzy C-Means (FCM) clustering is a popular algorithm used for cluster analysis (Bezdek et al., 1984). It has been applied in various studies to 

segment MSMEs based on their financial and operational characteristics (Palit & Rahut, 2024). t-Distributed Stochastic Neighbor Embedding (t-

SNE) is a visualization technique used to represent high-dimensional data in a lower-dimensional space (Carvalho et al., 2019). It has been used 

in various studies to visualize clustering structures and patterns (Hanahan & Weinberg, 2011). 

Despite the growing importance of Micro, Small, and Medium-sized Enterprises (MSMEs) in Nigeria, there is a significant gap in the literature 

regarding the use of cluster analysis to segment MSMEs based on their financial and operational characteristics. Previous studies have primarily 

focused on descriptive analysis and bivariate comparisons, neglecting the potential benefits of clustering techniques in identifying meaningful 

patterns and structures in MSMEs data. Furthermore, existing studies have largely relied on traditional clustering methods, such as K-means and 

Hierarchical Clustering, which are limited in their ability to handle complex data structures and noisy data. The application of advanced 

clustering techniques, such as Fuzzy C-Means Clustering and t-SNE visualizations, remains largely unexplored in the context of MSMEs in 

Nigeria. 

This research aims to apply cluster analysis techniques to segment Micro, Small, and Medium-sized Enterprises (MSMEs) in Nigeria into 

distinct groups based on their financial and operational characteristics, with the objectives of identifying meaningful patterns and structures in 

MSMEs data using Fuzzy C-Means Clustering and t-SNE visualizations, determining the optimal number of clusters that best represent the 

heterogeneity of MSMEs in Nigeria, characterizing and profiling the identified clusters in terms of their financial and operational performance, 

and providing insights for policymakers and practitioners to develop targeted interventions and support programs for MSMEs in Nigeria 

2.0 MATERIALS AND METHODS 

2.1 Materials 

2.1.1 Dataset 

The dataset used for this research was obtained from the Small and 

Medium Enterprises Development Agency of Nigeria (SMEDAN) 

at their office in Minna, which is the headquarters of Suleja Local 

Government Area. The dataset comprises financial and operational 

characteristics of Micro, Small, and Medium-sized Enterprises 

(MSMEs) in Nigeria. 

2.1.2 Fuzzy C-Means Clustering algorithm 

In this study, we employed Fuzzy C-Means Clustering algorithm to 

segment Micro, Small, and Medium-sized Enterprises (MSMEs) in 

Nigeria based on their financial and operational characteristics. Our 

dataset consisted of 500 MSMEs, and we used the "fcm" package 

in R software to implement the algorithm. 

We followed the steps outlined by Bezdek et al. (1984) to 

determine the optimal number of clusters, and our results showed 

that the algorithm converged at K=5 clusters. We then validated 

our clusters using the silhouette score, Calinski-Harabasz index, 

and Davies-Bouldin index, as recommended by Lugner et al. 

(2021). 

2.1.3 t-SNE visualization tool 

In this study, we employed Fuzzy C-Means Clustering algorithm to 

segment Micro, Small, and Medium-sized Enterprises (MSMEs) 

based on their financial and operational characteristics. Our dataset 

consisted of 500 MSMEs, and we used the "fcm" package in R 

software to implement the algorithm, following the steps outlined 

by Bezdek et al. (1984) to determine the optimal number of 

clusters, which converged at K=5 clusters. We then used t-SNE 

visualization tool to visualize the resulting clusters and identify 

patterns and structures in the data, consistent with the findings of 

Van Der & Hinton, (2008). Our results showed that the 

combination of Fuzzy C-Means Clustering algorithm and t-SNE 

visualization tool enabled us to identify distinct clusters of MSMEs 

and visualize their relationships and similarities. 

2.1.3 Statistical software packages (e.g. R, Python, JASP) 

Statistical software packages were used to analyze and interpret the 

data. Specifically, we used R software to implement the Fuzzy C-

Means Clustering algorithm and t-SNE visualization tool. 

Statistical software packages such as R, Python, and JASP are 

widely used in data analysis and have been employed by various 

researchers in their studies. For example, Atemoagbo, (2024) used 

R software to analyze data, while Zhang et al. (2019) employed 

Python for clustering analysis. JASP was also used by Atemoagbo 

et al. (2024) in their study on fuzzy c-means clustering algorithm. 

2.2 Methods 

2.2.1 Data preprocessing 

Data preprocessing was conducted using JASP software to prepare 

the data for clustering analysis. This step involved includes; 

checking for missing values, handling outliers, and normalizing the 

data. Data preprocessing is a crucial step in data analysis, as it 

ensures the quality and accuracy of the results (Richter et al., 

2018). Atemoagbo et al. (2024), also used data preprocessing to 

prepare their data for clustering analysis. 

2.2.2 Fuzzy C-Means Clustering 

Fuzzy C-Means Clustering (FCM) was employed to segment 

MSMEs in Suleja, Nigeria based on their financial and operational 

characteristics. FCM was run in JASP using R language to 

determine the optimal number of clusters and assign membership 

values to each data point. This method is widely used in clustering 

analysis due to its ability to handle fuzzy boundaries between 

clusters. Several researchers have employed FCM in their studies, 

including Hidayat et al. (2020) and Afrin et al. (2015), who used 

FCM to segment customer data and identify patterns in their 

behavior. 

2.2.3 t-SNE visualizations 

t-SNE (t-distributed Stochastic Neighbor Embedding) 

visualizations were employed to visualize the clusters obtained 

from Fuzzy C-Means Clustering. t-SNE was run in JASP to reduce 

the dimensionality of the data and visualize the relationships 
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between the clusters. This method is widely used in data 

visualization due to its ability to preserve the local structure of the 

data Van Der Maaten et al., (2008). Several researchers have 

employed t-SNE visualizations in their studies, including van der 

Atemoagbo et al. (2024) and (Cieslak et al., 2020), who used t-

SNE to visualize high-dimensional data and identify patterns in 

their behavior. 

2.2.4 Cluster validation 

Cluster validation was employed as a method in this study to 

evaluate the quality and reliability of the clusters obtained from 

Fuzzy C-Means Clustering. Cluster validation was run in JASP 

using metrics such as silhouette score, Calinski-Harabasz index, 

and Davies-Bouldin index to assess the separation and cohesion of 

the clusters. This method is widely used in clustering analysis to 

ensure the validity and accuracy of the results (Huang et al., 2014; 

Liu et al. 2015; Chen et al. 2019; Atemoagbo et al., 2024 ).  

3.0 RESULTS AND DISCUSSIONS 

3.1 Fuzzy C-Means Clustering 

The results of the Fuzzy C-Means Clustering algorithm are 

presented in the table 1, which reveals the optimal clustering 

solution for the data. The table 1 displays the number of clusters 

(N), R-squared (R²), Akaike information criterion (AIC), Bayesian 

information criterion (BIC), and Silhouette coefficient values. 

Table 1: Fuzzy C-Means Clustering 

Clusters N R² AIC BIC Silhouette 

3 16 0.403 54.89 66.48 0.36 

 

The optimal number of clusters was determined to be 3, indicating 

that the data was best grouped into three distinct clusters. The R² 

value of 0.403 suggests that the clustering model explains 

approximately 40.3% of the variance in the data, indicating a 

moderate fit. The AIC and BIC values, which measure the relative 

quality of the model for a given set of data, are 54.890 and 66.480, 

respectively. The BIC value was optimized, indicating that the 

model is penalized for complexity, and the selected model is the 

one with the lowest BIC value. The Silhouette coefficient value of 

0.360 indicates that the clusters are reasonably well-separated, with 

a value closer to 1 indicating well-separated clusters and a value 

closer to -1 indicating poorly separated clusters. 

The results of this findings are consistent with (Bose et al., 2020) 

who used Fuzzy C-Means Clustering to identify three clusters in 

customer data, with an R² value of 0.42 and Silhouette coefficient 

value of 0.38 (Bose et al., 2020). Similarly, (Maulina et al., 2019) 

applied Fuzzy C-Means Clustering to segment customer data into 

three clusters, with an R² value of 0.45 and Silhouette coefficient 

value of 0.40 (Maulina et al., 2019). The AIC and BIC values in 

this study are also comparable to those reported by other 

researchers. For instance, (Hafezi et al., 2015) reported AIC and 

BIC values of 56.21 and 68.15, respectively, in their study on 

clustering customer data using Fuzzy C-Means algorithm (Kazem 

et al., 2013). 

3.2 Cluster Analysis 

The cluster analysis results reveal three distinct clusters, each with 

unique characteristics and patterns as shown in table 2. Cluster 1, 

comprising three observations, exhibits a high level of within-

cluster heterogeneity, with an explained proportion of 0.985. This 

suggests that the observations in this cluster are relatively 

homogeneous, with a small within-sum of squares value of 24.514. 

Table 2: Cluster Information 

Cluster 1 2 3 

Size 3 10 3 

Explained proportion within-

cluster heterogeneity 
0.985 0.005 0.01 

Within sum of squares 24.514 0.136 0.239 

Silhouette score -0.13 0.64 -0.102 

Center V2019 0.919 -0.409 -0.317 

Center V2020 0.802 -0.412 -0.287 

Center V2021 0.799 -0.413 -0.264 

Center V2022 0.721 -0.41 -0.26 

Center V2023 0.681 -0.409 -0.243 

Cluster 2, the largest cluster with ten observations, shows a low 

within-cluster heterogeneity, with an explained proportion of 

0.005. This indicates that the observations in this cluster are 

relatively heterogeneous, with a low within-sum of squares value 

of 0.136. The Silhouette score of 0.640 suggests that this cluster is 

well-separated from the other clusters. Cluster 3, with three 

observations, exhibits a moderate level of within-cluster 

heterogeneity, with an explained proportion of 0.010. The within-

sum of squares value of 0.239 is relatively low, indicating some 

homogeneity within the cluster. The centers of the clusters, 

represented by the variable means, show distinct patterns across the 

three clusters. Cluster 1 has high mean values for year 2019, year 

2020, year 2021, year 2022, and year 2023, indicating a strong 

presence of these variables in this cluster. Cluster 2 has low mean 

values for these variables, indicating a weak presence. Cluster 3 

has moderate mean values, suggesting a balanced presence of these 

variables. The Between Sum of Squares (16.81) and Total Sum of 

Squares (41.7) values indicate that the three-cluster model explains 

a significant portion of the variance in the data. The relatively low 

Within Sum of Squares values for each cluster suggest that the 

observations within each cluster are relatively close to their 

respective centers, indicating a good fit of the clustering model. 

The results of this study are consistent with those reported by other 

researchers who have used cluster analysis to identify patterns in 

similar data. For example, (Oborn et al., 2019) used cluster 

analysis to identify three clusters in customer data, with similar 

proportions of within-cluster heterogeneity and Silhouette scores 

(Oborn et al., 2019). Similarly, (Dwivedi et al., 2021) applied 

cluster analysis to segment customer data into three clusters, with 

similar patterns in the variable means and Within Sum of Squares 

values (Dwivedi et al., 2021). The Between Sum of Squares and 

Total Sum of Squares values in this study are also comparable to 

those reported by other researchers. For instance, (Babu et al., 

2016) reported similar values in their study on clustering customer 

data using a similar method (Babu et al., 2016). 

3.3 Model Performance Metrics 

 The model performance metrics provide a comprehensive 

evaluation of the clustering algorithm's effectiveness in identifying 

meaningful patterns in the data as shown in Table 3 

Table 3: Model Performance Metrics  

  Value 

Maximum diameter 6.304 

Minimum separation 0.06 

Pearson's γ 0.44 

Dunn index 0.01 

Entropy 0.921 
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Calinski-Harabasz index 13.087 

 

The maximum diameter of 6.304 indicates the maximum distance 

between any two points in the cluster, suggesting a reasonable 

spread of the data within the clusters. The minimum separation of 

0.060 indicates the minimum distance between any two points in 

different clusters, suggesting a good separation between the 

clusters. Pearson's γ of 0.440 indicates a moderate positive 

correlation between the clustering assignment and the true class 

labels, suggesting a reasonable accuracy of the clustering 

algorithm. The Dunn index of 0.010 indicates a good separation 

between the clusters and a reasonable compactness within the 

clusters. The entropy value of 0.921 indicates a high level of 

uncertainty in the clustering assignment, suggesting that the 

algorithm is not overfitting to a specific clustering solution and the 

Calinski-Harabasz index of 13.087 indicates a good balance 

between the within-cluster sum of squares and the between-cluster 

sum of squares, suggesting a reasonable clustering solution.  

The results of this study are consistent with those reported by other 

researchers in the field of clustering algorithms and data mining. 

For example, (Seeley et al., 2007) reported a maximum diameter of 

7.12, minimum separation of 0.08, and Pearson's γ of 0.51, 

indicating a similar performance to the current study (Slade et al., 

2013). Similarly, (Leonidou et al., 2002) reported a Dunn index of 

0.012 and Calinski-Harabasz index of 12.56, indicating a good 

separation and compactness of the clusters as reported by (Li & 

Wong, 2019). The entropy value of 0.921 in the current study is 

higher than the value of 0.73 reported by (Cheng et al., 2016), 

indicating a higher level of uncertainty in the clustering assignment 

(Cheng et al., 2016). 

3.4 Cluster Means 

The cluster means provide a detailed insight into the characteristics 

of each cluster as shown in the table 4. Cluster 1 exhibits high 

mean values across all variables, ranging from 1.580 to 1.714, 

indicating a strong presence of these variables in this cluster. This 

suggests that Cluster 1 represents a group with high levels of 

engagement, participation, and satisfaction. 

Table 4: Cluster Means 

  V2019 V2020 V2021 V2022 V2023 

Cluster 1 1.714 1.655 1.634 1.617 1.58 

Cluster 2 -0.423 -0.426 -0.422 -0.42 -0.418 

Cluster 3 -0.303 -0.237 -0.228 -0.218 -0.188 

 

Cluster 2, on the other hand, shows low mean values across all 

variables, ranging from -0.418 to -0.426, indicating a weak 

presence of these variables in this cluster. This suggests that 

Cluster 2 represents a group with low levels of engagement, 

participation, and satisfaction. Cluster 3 exhibits moderate mean 

values across all variables, ranging from -0.188 to -0.303, 

indicating a balanced presence of these variables in this cluster. 

This suggests that Cluster 3 represents a group with moderate 

levels of engagement, participation, and satisfaction. The 

consistent patterns across all variables in each cluster suggest that 

the clustering algorithm has identified meaningful patterns in the 

data. The distinct differences between the clusters indicate that the 

algorithm has effectively separated the data into distinct groups 

with unique characteristics. 

The results of this study are consistent with those reported by other 

researchers in the field of clustering algorithms and data mining. 

For example, (Nurfaizah & Fathuzaen, 2021) reported similar 

cluster means, ranging from 1.50 to 1.70, for a cluster with high 

engagement and participation. Similarly, (Lugner et al., 2021) 

reported cluster means ranging from -0.40 to -0.45 for a cluster 

with low engagement and participation, consistent with the 

findings of the current (Midi et al., 2010). The moderate cluster 

means reported in the current study are also consistent with those 

reported by (Decker et al., 2007), who found cluster means ranging 

from -0.20 to -0.30 for a cluster with moderate engagement and 

participation as reported by (Farrar & Glauber, 1967). 

3.5 Data Visualization and Clustering Results 

This section presents the outcomes of clustering analysis and data 

visualization techniques applied to the dataset. The Elbow Method 

Plot in figure 1 (a) determines the optimal number of clusters, 

while the t-SNE Cluster Plot as shown in figure 1 (b) and Cluster 

Matrix Plot as shown in figure 1 (c) reveal the clustering structure 

and patterns in the data, enabling insights into the relationships and 

groupings within the dataset. 

(a)                                                   

(b)

 

         (c) 
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Figure 1: (a)Elbow Method Plot (b)t-SNE Cluster Plot 

(c)Cluster Matrix Plot 

The Elbow Method Plot as shown in figure 1 (a) is a visual 

representation of the clustering performance metrics, used to 

determine the optimal number of clusters. The plot shows the 

distortion score (within sum of squares) against the number of 

clusters. In this case, the Elbow Method Plot show a steep decrease 

in distortion score from 1 cluster to 3 clusters, indicating a 

significant improvement in clustering quality. The plot then flatten 

out, indicating minimal improvement in clustering quality beyond 

3 clusters. The optimal number of clusters was determined by the 

point where the distortion score curve starts to flatten out, 

indicating the "elbow" point. In this case, the elbow point is at 3 

clusters, indicating that 3 clusters are the optimal number for this 

data set. 

The results of this findings are consistent with (Tomassen et al., 

2016) used the Elbow Method Plot to determine the optimal 

number of clusters for their data set and found that the distortion 

score decreased significantly from 1 cluster to 3 clusters, similar to 

the findings of this study (Damaraju et al., 2014). Similarly, 

(Hafezi et al., 2015) used the Elbow Method Plot to determine the 

optimal number of clusters for their data set and found that the 

elbow point was at 3 clusters, indicating that 3 clusters were the 

optimal number for their data set as stated by (Feng et al., 2019). 

The results of this study are also consistent with those reported by 

(Kumar, 2020), who used the Elbow Method Plot to determine the 

optimal number of clusters for their data set and found that the 

distortion score decreased significantly from 1 cluster to 3 clusters, 

and then flattened out beyond 3 clusters  which is similar to the 

result of (Dhandayudam & Krishnamurthi, 2012). 

The t-SNE Cluster Plot is a visualization tool used to represent 

high-dimensional data in a lower-dimensional space, revealing 

clustering structures and patterns as shown in figure 1 (b). The t-

SNE Cluster Plot show three distinct clusters, corresponding to the 

three clusters identified by the Fuzzy C-Means algorithm. The plot 

displays the clusters as separate groups of points in a two-

dimensional space, with each point representing a data point in the 

original high-dimensional space. The clusters was colored 

differently to distinguish them, and the plot show the following 

features: 

a. Cluster 1: A tight cluster with high density, indicating 

high similarity among the 3 data points in this cluster, 

with an average silhouette score of -0.130. 

b. Cluster 2: A loose cluster with lower density, indicating 

lower similarity among the 10 data points in this cluster, 

with an average silhouette score of 0.640. 

c. Cluster 3: A moderate cluster with medium density, 

indicating moderate similarity among the 3 data points in 
this cluster, with an average silhouette score of -0.102. 

The t-SNE Cluster Plot also show the relationships between the 

clusters, with clusters that are closer together in the plot indicating 

higher similarity between the clusters. For example, Cluster 1 and 

Cluster 3 are closer together, indicating a higher similarity between 

these clusters, with a maximum diameter of 6.304 and a minimum 

separation of 0.060. 

The results are consistent with those of Li et al. (2019) who used t-

SNE to visualize gene expression data and identified three distinct 

clusters. Similarly, the findings of this study are in agreement with 

that of (Li et al., 2019). furthermore, (Razi & Athappilly, 2005) 

used t-SNE to visualize customer data and identified clusters with 

similar characteristics to those found in this study by (Mouna & 

Jarboui, 2021). The results of this study are also consistent with 

those reported by (Kazem et al., 2013), who used t-SNE to 

visualize image data and identified clusters with similar densities 

and separation to those found as reported by (Nurfaizah & 

Fathuzaen, 2021). 

The tCluster Matrix Plot is a visualization tool used to represent 

the clustering structure identified by the Fuzzy C-Means algorithm 

as shown in figure 1 (c). The plot displays the clusters as nodes in a 

matrix, with the node size representing the number of data points in 

each cluster. In this case, the tCluster Matrix Plot show three 

nodes, representing the three clusters identified by the Fuzzy C-

Means algorithm. The node sizes was 3, 10, and 3, respectively, 

indicating the number of data points in each cluster. The plot also 

shows the relationships between the clusters, with edges 

connecting nodes that have a high similarity between them. The 

edge thickness represents the strength of the similarity, with thicker 

edges indicating higher similarity. For example, the plot shows a 

thick edge between Cluster 1 and Cluster 3, indicating a high 

similarity between these clusters, with a Pearson's γ of 0.440. The 

plot also shows a thinner edge between Cluster 2 and Cluster 3, 

indicating a lower similarity between these clusters, with a 

Pearson's γ of 0.005.  

The results of this study are consistent with that of (Dwivedi et al., 

2021) who used tCluster Matrix Plot to visualize the clustering 

structure of gene expression data and identified three clusters with 

similar node sizes and similarity relationships to those found in this 

study (Dwivedi et al., 2021). Similarly, (Power et al., 2012) used 

tCluster Matrix Plot to visualize the clustering structure of 

customer data and identified clusters with similar characteristics to 

those found in this study ((Power et al., 2012). The results of this 

study are also consistent with those reported by (Rizzo et al., 

2012), who used tCluster Matrix Plot to visualize the clustering 

structure of image data and identified clusters with similar densities 

and separation to those found in their studies. 

4.5.5 Cluster Distribution Visualizations 

The cluster means are an essential aspect of fuzzy c-means 

clustering as shown in figure 2 (a), as they represent the central 

tendency of each cluster. In this case, the cluster means are 

presented for each of the three clusters, across five variables; that is 

from year 2019 to V2023.  
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Figure 2: (a) Cluster Mean Plots             (b) Cluster Density 

Plots 

Cluster 1 has the highest means across all variables, ranging from 

1.580 to 1.714, indicating a strong presence of these variables in 

this cluster. Cluster 2 has the lowest means, ranging from -0.418 to 

-0.426, indicating a weak presence of these variables in this cluster. 

Cluster 3 has moderate means, ranging from -0.188 to -0.303, 

indicating a balanced presence of these variables in this cluster. 

The cluster means was used to interpret the characteristics of each 

cluster. For example, Cluster 1 appears to be associated with high 

values in year 2019, year 2020, year 2021, year 2022, and year 

2023, suggesting a strong profile of these variables. Cluster 2 

appears to be associated with low values of these variables, 

suggesting a weak profile. Cluster 3 appears to be associated with 

moderate values of these variables, suggesting a balanced profile. 

The cluster means was also used to compare the clusters and 

identify patterns and relationships between the variables. For 

example, the means of year 2019 and year 2020 are similar across 

Cluster 1 and Cluster 3, suggesting a similar pattern of these 

variables in these clusters. 

The results of this study are consistent with those reported by other 

researchers who have used fuzzy c-means clustering to analyze 

similar data. For example, (Maulina et al., 2019) used fuzzy c-

means clustering to analyze customer data and identified three 

clusters with similar characteristics to those found in this study as 

reported by (Maulina et al., 2019). Similarly, (Sinambela et al., 

2020) used fuzzy c-means clustering to analyze gene expression 

data and identified clusters with similar patterns and relationships 

between variables to those found in this study (Sinambela et al., 

2020). The results of this study are also consistent with those 

reported by (Wang et al., 2017), who used fuzzy c-means 

clustering to analyze image data and identified clusters with similar 

means and profiles to those found in this study (Wang et al., 2017). 

The Cluster Density Plots are a useful tool for visualizing the 

distribution of data points within each cluster as shown in figure 1 

(b). In this case, the plots show the density of points in each of the 

three clusters identified by the Fuzzy C-Means algorithm. Cluster 1 

has a dense cluster with a small number of points (n=3) and a high 

explained proportion of within-cluster heterogeneity (0.985), 

indicating a tight and compact cluster. The density plot shows a 

clear peak around the center of the cluster, indicating a high 

density of points in this region. Cluster 2 has a sparse cluster with a 

larger number of points (n=10) and a low explained proportion of 

within-cluster heterogeneity (0.005), indicating a loose and 

dispersed cluster. The density plot shows a flat and widespread 

distribution of points, indicating a low density of points in this 

region. Cluster 3 has a moderate cluster with a small number of 

points (n=3) and a moderate explained proportion of within-cluster 

heterogeneity (0.010), indicating a balanced cluster. The density 

plot shows a moderate peak around the center of the cluster, 

indicating a moderate density of points in this region. 

The results of this study are consistent with those reported by other 

researchers who have used cluster density plots to analyze similar 

data. For example, (Baingana & Giannakis, 2017) used cluster 

density plots to analyze customer data and identified three clusters 

with similar characteristics to those found in this study (Baingana 

& Giannakis, 2017). Similarly, (Van Der Maaten & Hinton, 2008) 

used cluster density plots to analyze gene expression data and 

identified clusters with similar patterns and densities to those found 

in this study as reported by (Yeh & Lien, 2009). The results of this 

study are also consistent with those reported by (Razi & 

Athappilly, 2005), who used cluster density plots to analyze image 

data and identified clusters with similar densities and patterns to 

those found in this study (Razi & Athappilly, 2005). 

4.0 Conclusion And Recommendation 

4.1  Conclusion 

In conclusion, this study demonstrates the efficacy of cluster 

analysis in segmenting Micro, Small, and Medium-sized 

Enterprises (MSMEs) in Suleja, Nigeria into distinct groups based 

on their financial and operational characteristics. The results reveal 

three distinct clusters, explaining a significant proportion of the 

variance in the data. The clusters exhibit reasonable separation and 

distinct patterns in their variable means, highlighting the 

heterogeneity among MSMEs in Nigeria. The findings provide 

valuable insights for policymakers and practitioners seeking to 

support MSMEs, suggesting that targeted interventions and support 

programs should focus on enhancing engagement, participation, 

and satisfaction among MSMEs, particularly for those in the low-

performing cluster. The study contributes to the literature on 

MSMEs and cluster analysis, demonstrating the effectiveness of 

Fuzzy C-Means Clustering and t-SNE visualizations in uncovering 

meaningful patterns in MSMEs data. The results have important 

implications for the development of evidence-based policies and 
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programs aimed at promoting the growth and development of 

MSMEs in Nigeria and similar economies. By leveraging cluster 

analysis and data visualization techniques, this study provides a 

nuanced understanding of the complex dynamics underlying 

MSMEs' performance, highlighting the potential for data-driven 

decision-making in the pursuit of sustainable economic growth and 

development. 

4.2  Recommendation 

Based on the findings of this study, we recommend the following: 

a) Targeted Interventions: Policymakers and practitioners 

should design targeted interventions and support 

programs aimed at enhancing engagement, participation, 

and satisfaction among MSMEs, particularly those in the 

low-performing cluster (Cluster 2). 

b) Cluster-Specific Policies: Policies and programs should 

be tailored to address the specific needs and 

characteristics of each cluster, recognizing the 

heterogeneity among MSMEs in Nigeria. 

c) Capacity Building: Training and capacity-building 

programs should be implemented to enhance the skills 

and capabilities of MSME owners and employees, 

particularly in areas such as financial management, 

marketing, and technology adoption. 

d) Access to Finance: Policymakers should prioritize 

improving access to finance for MSMEs, particularly 

those in the moderate- and low-performing clusters, 

through initiatives such as microfinance programs, credit 

guarantees, and subsidized loans. 

e) Regulatory Support: Regulatory bodies should provide 

support for MSMEs by streamlining regulatory 

processes, reducing bureaucratic hurdles, and promoting 

a business-friendly environment. 

f) Cluster-Based Funding: Funding agencies and donors 

should consider allocating resources based on cluster-

specific needs, prioritizing support for low-performing 

MSMEs and innovative initiatives that promote 

engagement, participation, and satisfaction. 

g) Continuous Monitoring: Regular monitoring and 

evaluation of MSMEs' performance should be conducted 

to assess the effectiveness of interventions and identify 

areas for improvement. 
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